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Motivation Answer-Set Programming

- We study Answer-Set Programming (ASP) Methodology
« ASP is a popular declarative problem-solving paradigm

Combinatorial Problem Solution

- Efficient solves exist, e.g., clingo from Potassco Solutions Q&}Q / -> .@'

- [ts flexible nature makes it attractive for many domains *
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Finding high quality solutions for large industrial problems takes a long time / \
In practice, good solutions should be provided fast!
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= \Ne provide a framework for Adaptive Large-Neighbourhood Search for ASP which
iImproves optimisation performance

Syntax

ASP programs are finite sets of rules:

The ALASPO System

aV..Va,<b_....,b ,notb, . ,..,¢00tb,

JSON Configuration File ASP Encoding ap, ..., by, ....,b, andb, ., ..., b, are atoms
{ _ player(1..g*p). group(1..g). week(1..w).
‘strategy™: "uniform-roulette-wheel", Atoms can be ground or have variables:
relaxOperators™: [ { plays(P,W,G) : group(G) } = 1 :- player(P), week(W).
) { e L { plays(P,W,G) : player(P) } = p :- week(W), group(G).
| ____type’ ‘declarative’, _ ____ A meets(P1,P2,W):- plays(P1,W,G), P color(C)
"rates":. [ 0.2, 0.4, 0.6, 0.8 ], : plays(P2,W,G), P1<P2.
1 ! -~ #count { W : meets(P1,P2,W) } > 1, player(P1), : : ‘ : ot £
'searchOperators”: | | i An interpretation I is a set of ground atoms, which satisfies a rule if:

{ : #show plays/3. -
"ype" "default”, N ) whenever b, ,....,b, € landb, ., ...,b, & I, thena; € I for some (1 <i < k)
“timeouts™ [ 5, 15, 30 ], 1| _Ins_select(W) :- week(W). |

} "configuration™: {} ‘=4 | _Ins_fix(plays(P,W,G),W) :- _Ins_select(W), plays(P,W,G). | |
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[ is an answer set of program P if it is a minimal model of the Gelfond-Lifschitz reduct

v @ Pl = aV..vVa<b,...b, | ayv..va<b,,...,b,notb,,,,...,notb, €P,
biir--sb, €1 }

ALASPO - . . 7. .
e | ) Intuition: Assuming everything not in [ is false, the rest is stable w.r.t. P
] ]
e SearC_h Neighbourlhood
Strategy | > Portfolio i Portfolio L]
\_/-— \_/__
- / Shift Design clingo ALASPO
. . . 3-04 (0, 413,50) (0, 353,45)-(0, 372, 47)
(i r AV A4 D * The goal is to align shifts so that over- and 20610 286 441 (0. 229 43)- (0. 317 5
—| LSsaren tontg. 5 J{ Neighbourhood N understaffing of workers is avoided o meeah T BRADE 7185
Acosts, Atime - g 3-11|(0, 821,74) (0, 713,65)-(0, 725, 65)
ot « We used a run time of 60 minutes on a benchmark 3-20|(0, 1006, 66) (0, 946,68)- (0, 963, 67)
onstruction .
Heuristic of 8 instances 3-26((0,1061,77)  (0,1037,78)- (0, 1078, 75)
Partial : : - :

Soluton  ALASPO finds better bounds on all instances 3-27)(0, 393,25) (0, 876,24)-(0, 393,24)
3-29((0, 509,67) (0, 465,59)-(0, 470, 63)
ASP Solver @ 4-02((0, 466,50) (0, 388,39)-(0, 401,54)
—» reconstruct(S) Comparison of clingo against ALASPO on the Shift
- / Design Problem. The numbers are the three
components of the lexicographic objective (lower is

better).

Adaptive Large-Neighbourhood Search: We change the operators during the run Parallel Machine Scheduling

depending on the selected strate L . .
P J 9y - We have to assign jobs to machines such that capability | °
constraints are upheld
* The objective is to minimise makespan while respecting
Experiments on Industrial Applications release dates and setup times ‘m! T SN
* We used a run time of 15 minutes on a benchmark of L; i
500 instances
Partner Units Problem » ALASPO with a greedy initial solution performs best
» Challenging real-life configuration problem " AR ANV R N
* [t requires to group sensors into zones and | Comparison of clingo against ALASPO on
. . the Parallel Machine Scheduling Problem.
COnneCtlng them to control units 005 | The x-axis shows the relative difference to
000 the best found solution for that instance.
 Control units need to be connected to a limited | g :
number of other units such that all communication o - Test Laboratory Scheduling
requirements are fulfilled i ﬁ i | : - Complex real-world project scheduling problem with W
- The objective is to minimise the number of control e — novel constraints and objectives
. §¢» ,,\\o'\@ §‘v §?‘ ,~§$ ,f% f\ f . . 03
units that are used RV A A A Y, » We used a run time of 30 minutes on a benchmark of
- We ran clingo against ALASPO for 5 min on a N A A L 33 instances - - .
benchmark of 78 instances Comparison of clingo against ALASPO on the . : - X ] . .
Partner Units Problem. The x-axis shows the relative BeSt reSUItS are aChleved by ALASPO USIng d relaX 8 ; 2 g 3 o g
- Using a tailored neighbourhood, ALASPO beats dference to the best found solution for that operator written in Python o [ el S £ 8

Comparison of clingo against ALASPO on
the Test Laboratory Scheduling Problem.
The x-axis shows the relative difference to
the best found solution for that instance.



